This README file gives instructions for the FORTRAN programs on the disk. The programs are designed to run on a minimally configured computer. All the programs are given as ASCII files. They can be altered using any word processor that creates a standard ASCII file. These are commonly called “Text Only” files. To run the programs you must have the appropriate software. The FORTRAN programs follow recognized standards for the FORTRAN language although you might need to change the device numbers in the READ and WRITE statements.

During execution of some of the programs you will be asked questions of the form:

Has the function F been created in the program immediately preceding the INPUT procedure?

To run the sample problems you should enter the response

'Y' (for Yes)

since the functions are embedded within the programs. The functions will need to be changed, however, if the programs are to be modified to solve other problems.

Some of the programs require the input of large amounts of data or generate extensive output. To enable the programs to be run quickly and efficiently, the input data can be placed in data files and the data files read by the program. When the output is likely to be extensive, the programs have been constructed so that it is convenient to place the output directly into an output file. The programs will prompt you for the form of the input or output that you would like to use. For example, when running the program for Neville’s method, NEVLLLE31.FOR, using the defined data file NEVLLLE31.DTA for the sample problem, you will first see a screen that states:

Choice of input method:
1. Input entry by entry from the keyboard
2. Input data from a text file
3. Generate data using a function F
Choose 1, 2, or 3 please

If you choose 1 you will need to enter all the data for the program from the keyboard, and any mistake in a data entry will require the program to be rerun. Choosing 2 will lead to the input of the data file NEVLLLE31.DTA.

Choosing 3 causes the program to ask if the function has been defined. If you answer “Y” (for Yes), the program will assume that the function has been defined in the program and you will use that function to produce the required data. If you answer “N” (for No), the program will assume that you want to change the function before continuing the. Execution will consequently terminate so that the correct function can be entered into the program. Once you have entered the function correctly, the program can be rerun.
PROGRAMS FOR CHAPTER 2

BISECTION METHOD  "BISECT21.FOR"  PAGE 36

This program uses the Bisection Method to approximate a root of the equation \( f(x) = 0 \) lying in the interval \([a, b]\). The sample problem uses

\[
f(x) = x^3 + 4x^2 - 10.
\]

INPUT: \( a = 1, \ b = 2, \ TOL = 5 \times 10^{-4}, \ N_0 = 20 \)

SECANT METHOD  "SECANT22.FOR"  PAGE 41

This program uses the Secant Method to approximate a root of the equation \( f(x) = 0 \). The sample problem uses

\[
f(x) = \cos x - x.
\]

INPUT: \( p_0 = \frac{1}{2}, \ p_1 = \frac{\pi}{4}, \ TOL = 5 \times 10^{-4}, \ N_0 = 15 \)

METHOD OF FALSE POSITION  "FALPOS23.FOR"  PAGE 42

This program uses the Method of False Position to approximate a root of the equation \( f(x) = 0 \). The sample problem uses

\[
f(x) = \cos x - x.
\]

INPUT: \( p_0 = \frac{1}{2}, \ p_1 = \frac{\pi}{4}, \ TOL = 5 \times 10^{-4}, \ N_0 = 15 \)
Newton’s Method

This program uses Newton’s Method to approximate a root of the equation $f(x) = 0$. The sample problem uses

$$f(x) = \cos x - x \quad \text{with} \quad f'(x) = -\sin x - 1.$$  

INPUT: $p_0 = \frac{\pi}{4}$, $TOL = 5 \times 10^{-4}$, $N_0 = 15$

Müller’s Method

This program uses Müller’s Method to approximate a root of an arbitrary polynomial of the form

$$f(x) = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_1 x + a_0.$$  

The sample problem uses

$$f(x) = 16x^4 - 40x^3 + 5x^2 + 20x + 6.$$  

INPUT: $n = 4$, $a_0 = 6$, $a_1 = 20$, $a_2 = 5$, $a_3 = -40$, $a_4 = 16$, $TOL = 0.00001$, $N_0 = 30$, $x_0 = \frac{1}{2}$, $x_1 = -\frac{1}{2}$, $x_2 = 0$
NEVILLE ITERATED INTERPOLATION  “NEVLLE31.FOR”  PAGE 73

This program uses Neville’s Iterated Interpolation Method to evaluate the \( n \)th degree interpolating polynomial \( P(x) \) on the \( n + 1 \) distinct numbers \( x_0, ..., x_n \) at the number \( x \) for a given function \( f \). The sample problem considers the Bessel function of the first kind of order zero at \( x = 1.5 \).

INPUT: NEVLLE31.DTA, \( n = 4, \ x = 1.5 \)

NEWTON INTERPOLATORY  “DIVDIF32.FOR”  PAGE 79
DIVIDED-DIFFERENCE FORMULA

This program uses Newton’s Interpolatory Divided-Difference Formula to evaluate the divided-difference coefficients of the \( n \)th degree interpolatory polynomial \( P(x) \) on the \( n + 1 \) distinct numbers \( x_0, ..., x_n \) for a given function \( f \). The sample problem considers the Bessel function of the first kind of order zero.

INPUT: DIVDIF32.DTA, \( n = 4 \)

HERMITE INTERPOLATION  “HERMIT33.FOR”  PAGE 88

This program uses Hermite’s Interpolation Method to obtain the coefficients of the Hermite interpolating polynomial \( H(x) \) on the \( n + 1 \) distinct numbers \( x_0, ..., x_n \) for a given function \( f \). The sample problem considers the Bessel function of the first kind of order zero.

INPUT: HERMIT33.DTA, \( n = 2 \)
This program uses the Natural Cubic Spline Method to construct the free cubic spline interpolation $S$ for a function $f$. The sample problem considers $f(x) = e^{2x}$ on the interval $[0, 1]$.

INPUT: (Select input option 2.) NCUBSP34.DTA, $n = 4$

This program uses the Clamped Cubic Spline Method to construct the clamped cubic spline interpolation $S$ for the function $f$. The sample problem considers $f(x) = e^{2x}$ on the interval $[0, 1]$.

INPUT: (Select input option 2.) CCUBSP35.DTA, $n = 4$, $FPO = 2$, $FP1 = 2e^2$

This program uses the Bézier Curve method to construct parametric curves to approximate given data. The sample program considers

$$
(x_0, y_0) = (0, 0)
(x_0^+, y_0^+) = (1/4, 1/4)
(x_1, y_1) = (1, 1)
(x_1^-, y_1^-) = (1/2, 1/2)
(x_1^+, y_1^+) = (-1/2, -1/2)
(x_2, y_2) = (2, 2)
(x_2^-, y_2^-) = (-1, -1)
$$

INPUT: BEZIER36.DTA, $n = 2$
PROGRAMS FOR CHAPTER 4

COMPOSITE SIMPSON’S RULE “CSIMPR41.FOR” PAGE 123

This program uses Composite Simpson’s Rule to approximate

\[ \int_a^b f(x)dx. \]

The sample problem uses

\[ f(x) = \sin x, \quad \text{on } [0, \pi]. \]

INPUT: \( a = 0, \quad b = \pi, \quad n = 10 \)

ROMBERG INTEGRATION “ROMBRG42.FOR” PAGE 135

This program uses the Romberg Method to approximate

\[ \int_a^b f(x)dx. \]

The sample problem uses

\[ f(x) = \sin x, \quad \text{on } [0, \pi]. \]

INPUT: \( a = 0, \quad b = \pi, \quad n = 6 \)

ADAPTIVE QUADRATURE “ADAPQR43.FOR” PAGE 147

This program uses the Adaptive Quadrature Method to approximate

\[ \int_a^b f(x)dx \]

within a given tolerance \( TOL > 0 \). The sample problem uses

\[ f(x) = \frac{100}{x^2} \sin \frac{10}{x}, \quad \text{on } [1, 3]. \]

INPUT: \( a = 1, \quad b = 3, \quad TOL = 0.0001, \quad N = 20 \)
This program uses the Composite Simpson’s Rule for Double Integrals to approximate

\[
\int_{a}^{b} \int_{c(x)}^{d(x)} f(x, y) \, dy \, dx.
\]

The sample problem uses

\[ f(x, y) = e^{y/x} \]

with \(c(x) = x^3\), \(d(x) = x^2\), \(a = 0.1\) and \(b = 0.5\).

INPUT: \(a = 0.1\), \(b = 0.5\), \(m = 10\), \(n = 10\)

This program uses Gaussian Quadrature to approximate

\[
\int_{a}^{b} \int_{c(x)}^{d(x)} f(x, y) \, dy \, dx.
\]

The sample problem uses \(f(x, y) = e^{y/x}\) with \(c(x) = x^3\), \(d(x) = x^2\), \(a = 0.1\) and \(b = 0.5\).

INPUT: \(a = 0.1\), \(b = 0.5\), \(m = 5\), \(n = 5\)
This program uses the Gaussian Quadrature to approximate
\[
\int_{a}^{b} \int_{c(x)}^{d(x)} \int_{\alpha(x,y)}^{\beta(x,y)} f(x, y, z) \, dz \, dy \, dx.
\]
The sample problem uses
\[
f(x, y, z) = \sqrt{x^2 + y^2}
\]
with
\[
\alpha(x, y) = \sqrt{x^2 + y^2}, \quad \beta(x, y) = 2,
\]
\[
c(x) = 0.0, \quad d(x) = \sqrt{4 - x^2}, \quad a = 0, \text{ and } b = 2.
\]

INPUT: \( a = 0, \quad b = 2, \quad m = 5, \quad n = 5, \quad p = 5 \)
This program uses the Euler Method to approximate the solution of an initial value problem of the form
\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b. \]
The sample problem uses
\[ f(t, y) = y - t^2 + 1, \quad y(0) = 0.5, \quad 0 \leq t \leq 2. \]
INPUT: \( a = 0, \quad b = 2, \quad \alpha = 0.5, \quad N = 10 \)

This program uses the Runge-Kutta Method of order 4 to approximate the solution of the initial value problem of the form
\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b. \]
The sample problem uses
\[ f(t, y) = y - t^2 + 1, \quad y(0) = 0.5, \quad 0 \leq t \leq 2. \]
INPUT: \( a = 0, \quad b = 2, \quad \alpha = 0.5, \quad N = 10 \)

This program uses the Adams Fourth-Order Predictor-Corrector Method to approximate the solution of an initial value problem of the form
\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b. \]
The sample problem uses
\[ f(t, y) = y - t^2 + 1, \quad y(0) = 0.5, \quad 0 \leq t \leq 2. \]
INPUT: \( a = 0, \quad b = 2, \quad \alpha = 0.5, \quad N = 10 \)
EXTRAPOLATION METHOD

This program uses the Extrapolation Method to approximate the solution of an initial value problem of the form

\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b \]
to within a given tolerance.

The sample problem uses

\[ f(t, y) = y - t^2 + 1, \quad y(0) = 0.5, \quad 0 \leq t \leq 2. \]

INPUT: \( a = 0, \quad b = 2, \quad \alpha = 0.5, \quad TOL = 0.00001, \quad HMIN = 0.01, \quad HMAX = 0.25 \)

RUNGE-KUTTA-FEHLBERG METHOD

This program uses the Runge-Kutta-Fehlberg Method to approximate the solution of the initial value problem of the form

\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b \]
to within a given tolerance. The sample problem uses

\[ f(t, y) = y - t^2 + 1, \quad y(0) = 0.5, \quad 0 \leq t \leq 2. \]

INPUT: \( a = 0, \quad b = 2, \quad \alpha = 0.5, \quad TOL = 0.00001, \quad HMIN = 0.01, \quad HMAX = 0.25 \)
This program uses the Adams Variable Stepsize Predictor-Corrector Method to approximate the solution of an initial value problem of the form

\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b \]

to within a given tolerance.

The sample problem uses

\[ f(t, y) = y - t^2 + 1, \quad y(0) = 0.5, \quad 0 \leq t \leq 2. \]

INPUT:

\[ a = 0, \quad b = 2, \quad \alpha = 0.5, \quad TOL = 0.00001, \quad HMIN = 0.01, \quad HMAX = 0.25 \]

This program uses the Runge-Kutta for Systems of Differential Equations Method to approximate a the solution of the \( m \)th-order system of first-order initial value problems.

The sample problem considers the second order system

\[ f_1(u_1, u_2) = -4u_1 + 3u_2 + 6, \quad u_1(0) = 0 \]

\[ f_2(u_1, u_2) = -2.4u_1 + 1.6u_2 + 3.6, \quad u_2(0) = 0. \]

INPUT:

\[ a = 0, \quad b = 0.5, \quad \alpha_1 = 0, \quad \alpha_2 = 0, \quad N = 5 \]
This program uses the Trapezoidal Method with Newton Iteration to approximate the solution to the initial value problem

\[ y' = f(t, y), \quad y(a) = \alpha, \quad a \leq t \leq b. \]

The sample problem uses

\[ f(t, y) = 5e^{5t}(y - t)^2 + 1, \quad y(0) = -1, \quad 0 \leq t \leq 1. \]

with

\[ f_y(t, y) = 10e^{5t}(y - t). \]

INPUT: \( a = 0, \quad b = 1, \quad \alpha = -1, \quad N = 5, \quad TOL = 0.000001, \quad M = 10 \)
PROGRAMS FOR CHAPTER 6

GAUSSIAN ELIMINATION WITH BACKWARD SUBSTITUTION

“GAUSEL61.FOR” PAGE 248

This program uses the Gaussian Elimination with Backward Substitution Method to solve an $n \times n$ linear system of the form $Ax = b$. The sample problem solves the linear system

\begin{align*}
x_1 - x_2 + 2x_3 - x_4 &= -8 \\
2x_1 - 2x_2 + 3x_3 - 3x_4 &= -20 \\
x_1 + x_2 + x_3 &= -2 \\
x_1 - x_2 + 4x_3 + 3x_4 &= 4.
\end{align*}

INPUT: GAUSEL61.DTA, $n = 4$

GAUSSIAN ELIMINATION WITH PARTIAL PIVOTING

“GAUMPP62.FOR” PAGE 254

This program uses the Gaussian Elimination with Partial Pivoting Method to solve an $n \times n$ linear system. The sample problem solves the linear system

\begin{align*}
x_1 - x_2 + 2x_3 - x_4 &= -8 \\
2x_1 - 2x_2 + 3x_3 - 3x_4 &= -20 \\
x_1 + x_2 + x_3 &= -2 \\
x_1 - x_2 + 4x_3 + 3x_4 &= 4.
\end{align*}

INPUT: GAUMPP62.DTA, $n = 4$
This program uses the Gaussian Elimination with Scaled Partial Pivoting Method to solve an $n \times n$ linear system. The sample problem solves the linear system

\[
\begin{align*}
    x_1 - 2x_2 + 2x_3 - x_4 &= -8 \\
    2x_1 - 2x_2 + 3x_3 - 3x_4 &= -20 \\
    x_1 + x_2 + x_3 &= -2 \\
    x_1 - x_2 + 4x_3 + 3x_4 &= 4.
\end{align*}
\]

INPUT: GAUSPP63.DTA, \(n = 4\)

This program uses the Direct Factorization Method to factor the $n \times n$ matrix $A$ into the product $A = LU$ of a lower triangular matrix $L$ and an upper triangular matrix $U$. The matrix factored in the sample problem is

\[
A = \begin{bmatrix}
    6 & 2 & 1 & -1 \\
    2 & 4 & 1 & 0 \\
    1 & 1 & 4 & -1 \\
    -1 & 0 & -1 & 3
\end{bmatrix}
\]

INPUT: LFACT64.DTA, \(n = 4\), \(ISW = 1\)
This program uses the Choleski Method to factor the positive definite \( n \times n \) matrix \( A \) into the product \( LL^t \), where \( L \) is a lower triangular matrix. The matrix factored in the sample problem is

\[
A = \begin{bmatrix}
4 & -1 & 1 \\
-1 & 4.25 & 2.75 \\
1 & 2.75 & 3.5
\end{bmatrix}
\]

INPUT: CHOLFC65.DTA, \( n = 3 \)

**LDL^t Factorization**

This program uses the LDL^t Factorization Method to factor the positive definite \( n \times n \) matrix \( A \) into the product \( LDL^t \), where \( L \) is a lower triangular matrix and \( D \) is a diagonal matrix. The matrix factored in the sample problem is

\[
A = \begin{bmatrix}
4 & -1 & 1 \\
-1 & 4.25 & 2.75 \\
1 & 2.75 & 3.5
\end{bmatrix}
\]

INPUT: LDLFCT66.DTA, \( n = 3 \)

**Crout Reduction for Tridiagonal Linear Systems**

This program uses the Crout Reduction for Tridiagonal Linear Systems Method to solve a tridiagonal \( n \times n \) linear system. The sample system is

\begin{align*}
2x_1 - x_2 &= 1 \\
-x_1 + 2x_2 - x_3 &= 0 \\
-x_2 + 2x_3 - x_4 &= 0 \\
-x_3 + 2x_4 &= 1.
\end{align*}

INPUT: CRTRLS67.DTA, \( n = 4 \)
JACOBI ITERATIVE METHOD

This program uses the Jacobi Iterative Method to approximate the solution to the $n \times n$ linear system $Ax = b$, given an initial approximation $x^{(0)} = (x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)})^t$.

The sample problem approximates the solution to the linear system

\[
\begin{align*}
10x_1 - x_2 + 2x_3 &= 6 \\
-x_1 + 11x_2 - x_3 + 3x_4 &= 25 \\
2x_1 - x_2 + 10x_3 - x_4 &= -11 \\
3x_2 - x_3 + 8x_4 &= 15
\end{align*}
\]

starting with the initial vector $x^{(0)} = (0, 0, 0, 0)^t$.

INPUT: JACITR71.DTA, $n = 4$, $TOL = 0.001$, $N = 30$

GAUSS–SEIDEL ITERATIVE METHOD

This program uses the Gauss-Seidel Iterative Method to approximate the solution to the $n \times n$ linear system $Ax = b$, given an initial approximation $x^{(0)} = (x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)})^t$. The sample problem approximates the solution to the linear system

\[
\begin{align*}
10x_1 - x_2 + 2x_3 &= 6 \\
-x_1 + 11x_2 - x_3 + 3x_4 &= 25 \\
2x_1 - x_2 + 10x_3 - x_4 &= -11 \\
3x_2 - x_3 + 8x_4 &= 15
\end{align*}
\]

starting with the initial vector $x^{(0)} = (0, 0, 0, 0)^t$.

INPUT: GSEITR72.DTA, $n = 4$, $TOL = 0.001$, $N = 30$
This program uses the Successive-Over-Relaxation Method to approximate the solution to the $n \times n$ linear system $Ax = b$, given a parameter $\omega$ and an initial approximation $\mathbf{x}^{(0)} = \left( x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)} \right)^t$.

The sample problem approximates the solution to the linear system

\[
\begin{align*}
4x_1 + 3x_2 &= 24 \\
3x_1 + 4x_2 - x_3 &= 30 \\
-x_2 + 4x_3 &= -24
\end{align*}
\]

starting with the initial vector $\mathbf{x}^{(0)} = (1, 1, 1)^t$.

INPUT: SORITR73.DTA, $n = 3$, $TOL = 0.001$, $N = 30$, $\omega = 1.25$

This program uses the Iterative Refinement Method to approximate a solution to the linear system $Ax = b$ when $A$ is suspected to be ill-conditioned. The sample problem considers the linear system

\[
\begin{align*}
3.333x_1 + 15920x_2 - 10.333x_3 &= 15913 \\
2.222x_1 + 16.710x_2 + 9.6120x_3 &= 28.544 \\
1.5611x_1 + 5.1791x_2 + 1.6852x_3 &= 8.4254
\end{align*}
\]

INPUT: ITREFN74.DTA, $n = 3$, $N = 25$, $D = 5$, $TOL = 0.00001$
This program uses the Preconditioned Conjugate Gradient Method to approximate the solution to the \( n \times n \) linear system \( Ax = b \), given a preconditioning matrix \( C^{-1} \) and an initial approximation

\[
x^{(0)} = (x_1^{(0)}, x_2^{(0)}, ..., x_n^{(0)})^t.
\]

The sample problem approximates the solution to the linear system

\[
\begin{align*}
4x_1 + 3x_2 &= 24 \\
3x_1 + 4x_2 - x_3 &= 30 \\
- x_2 + 4x_3 &= -24
\end{align*}
\]

starting with the initial vector \( x^{(0)} = (0, 0, 0)^t \).

INPUT: PCCGRD75.DTA, \( n = 3 \), \( TOL = 0.001 \), \( N = 3 \)
PADÉ APPROXIMATION

This program uses Padé Approximation to compute the rational approximation
\[ r(x) = \frac{p_0 + p_1 x + \cdots + p_n x^n}{q_0 + q_1 x + \cdots + q_m x^m} \]
to a function \( f(x) \) given its Maclaurin series \( a_0 + a_1 x + a_2 x^2 + \cdots \). The sample problem uses \( f(x) = e^{-x} \), where \( a_0 = 1 \), \( a_1 = -1 \), \( a_2 = \frac{1}{2} \), \( a_3 = -\frac{1}{6} \), \( a_4 = \frac{1}{24} \), \( a_5 = -\frac{1}{120} \).

INPUT: PADEMD81.DTA, \( m = 2 \), \( n = 3 \)

FAST FOURIER TRANSFORM METHOD

This program uses the Fast Fourier Transform Method to compute the coefficients in the discrete trigonometric approximation for a given set of data. The sample problem constructs an approximation to the function
\[ f(x) = x^4 - 3x^3 + 2x^2 - \tan x(x - 2) \]
on the interval \([0, 2]\).

INPUT: (Select input option 3.) \( m = 4 \)
PROGRAMS FOR CHAPTER 9

POWER METHOD “POWERM91.FOR” PAGE 390

This program uses the Power Method to approximate the dominant eigenvalue and an associated eigenvector of an $n \times n$ matrix $A$ given a nonzero vector $x^{(0)}$. The sample problem considers the matrix

\[
A = \begin{bmatrix}
-4 & 14 & 0 \\
-5 & 13 & 0 \\
-1 & 0 & 2
\end{bmatrix}
\]

with $x^{(0)} = (1, 1, 1)^t$ as the initial approximation to the eigenvector.

INPUT: POWERM91.DTA, $n = 3$, $TOL = 0.0001$, $N = 30$

SYMMETRIC POWER METHOD “SYMPWR92.FOR” PAGE 392

This program uses the Symmetric Power Method to approximate the dominant eigenvalue and an associated eigenvector of a symmetric $n \times n$ matrix $A$ given a nonzero vector $x^{(0)}$. The sample problem considers the symmetric matrix

\[
A = \begin{bmatrix}
4 & -1 & 1 \\
-1 & 3 & -2 \\
1 & -2 & 3
\end{bmatrix}
\]

with $x^{(0)} = (1, 0, 0)^t$ as the initial approximation to the eigenvector.

INPUT: SYMPWR92.DTA, $n = 3$, $TOL = 0.0001$, $N = 25$
This program uses the Inverse Power Method to approximate an eigenvalue nearest to a given number $q$ and an associated eigenvector of an $n \times n$ matrix $A$. The sample problem considers the matrix

$$A = \begin{bmatrix} -4 & 14 & 0 \\ -5 & 13 & 0 \\ -1 & 0 & 2 \end{bmatrix}$$

with $x^{(0)} = (1, 1, 1)^t$ as the initial approximation to the eigenvector and the number $q$ defined by

$$q = \frac{x^{(0)^t}Ax^{(0)}}{x^{(0)^t}x^{(0)}}.$$

INPUT: INVPWR93.DTA, $n = 3$, $TOL = 0.0001$, $N = 25$

This program uses the Wielandt Deflation Method to approximate the second most dominant eigenvalue and an associated eigenvector of the $n \times n$ matrix $A$ given a nonzero vector $x^{(0)}$. The sample problem considers the matrix

$$A = \begin{bmatrix} 4 & -1 & 1 \\ -1 & 3 & -2 \\ 1 & -2 & 3 \end{bmatrix}$$

which has the dominant eigenvalue $\lambda = 6$ and associated eigenvector $v = (1, -1, 1)^t$. The initial approximation $x^{(0)} = (1, 1)^t$.

INPUT: WIEDEF94.DTA, $n = 3$, $TOL = 0.0001$, $N = 30$
This program uses the Householder Method to obtain a symmetric tridiagonal matrix that is similar to a given symmetric matrix \( A \). The sample problem considers the matrix

\[
A = \begin{bmatrix}
4 & 1 & -2 & 2 \\
1 & 2 & 0 & 1 \\
-2 & 0 & 3 & -2 \\
2 & 1 & -2 & -1
\end{bmatrix}
\]

INPUT: HSEHLD95.DTA, \( n = 4 \)

QR METHOD

This program uses the QR Method to obtain the eigenvalues of a symmetric, tridiagonal \( n \times n \) matrix of the form

\[
A = \begin{bmatrix}
a_{1}^{(1)} & b_{2}^{(1)} & 0 & \ldots & \ldots & \ldots & \ldots & 0 \\
b_{2}^{(1)} & a_{2}^{(1)} & b_{3}^{(1)} & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & b_{3}^{(1)} & a_{3}^{(1)} & b_{4}^{(1)} & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots & b_{n-1}^{(1)} & a_{n-1}^{(1)} & b_{n}^{(1)} \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots & 0 & b_{n}^{(1)} & a_{n}^{(1)}
\end{bmatrix}
\]

The sample problem considers the matrix

\[
A = \begin{bmatrix}
a_{1}^{(1)} & b_{2}^{(1)} & 0 \\
b_{2}^{(1)} & a_{2}^{(1)} & b_{3}^{(1)} \\
0 & b_{3}^{(1)} & a_{3}^{(1)}
\end{bmatrix} = \begin{bmatrix}
3 & 1 & 0 \\
1 & 3 & 1 \\
0 & 1 & 3
\end{bmatrix}
\]

INPUT: QRSYMT96.DTA, \( n = 3 \), \( TOL = 0.00001 \), \( M = 30 \)
NEWTON’S METHOD FOR SYSTEMS

This program uses Newton’s Method for Systems to approximate the solution of the nonlinear system of equations $\mathbf{F}(x) = \mathbf{0}$ given an initial approximation $\mathbf{x}^{(0)}$. The sample problem uses

$$\mathbf{F}(x) = (f_1(x), f_2(x), f_3(x))^t$$

where

$$\mathbf{x} = (x_1, x_2, x_3)^t$$

and

$$f_1(x_1, x_2, x_3) = 3x_1 - \cos(x_2 x_3) - 0.5$$
$$f_2(x_1, x_2, x_3) = x_1^2 - 81(x_2 + 0.1)^2 + \sin x_3 + 1.06$$
$$f_3(x_1, x_2, x_3) = e^{-x_1 x_2} + 20x_3 + \frac{10\pi - 3}{3}.$$  

INPUT: $n = 3$, $TOL = 0.00001$, $N = 25$, $\mathbf{x}^{(0)} = (0.1, 0.1, -0.1)^t$

BROYDEN’S METHOD

This program uses the Broyden Method to approximate the solution of the nonlinear system of equations $\mathbf{F}(x) = \mathbf{0}$ given an initial approximation $\mathbf{x}^{(0)}$. The sample problem uses

$$\mathbf{F}(x) = (f_1(x), f_2(x), f_3(x))^t$$

where

$$\mathbf{x} = (x_1, x_2, x_3)^t$$

and

$$f_1(x_1, x_2, x_3) = 3x_1 - \cos(x_2 x_3) - 0.5$$
$$f_2(x_1, x_2, x_3) = x_1^2 - 81(x_2 + 0.1)^2 + \sin x_3 + 1.06$$
$$f_3(x_1, x_2, x_3) = e^{-x_1 x_2} + 20x_3 + \frac{10\pi - 3}{3}.$$  

INPUT: $n = 3$, $TOL = 0.00001$, $N = 25$, $\mathbf{x}^{(0)} = (0.1, 0.1, -0.1)^t$
This program uses the Steepest Descent Method to approximate a solution to the minimum of the function
\[ g(x) = \sum_{i=1}^{n} [f_i(x)]^2 \]
given an initial approximation \( x^{(0)} \). This also approximates a zero of
\[ \mathbf{F}(x) = (f_1(x), f_2(x), \ldots, f_n(x))^t. \]

The sample problem uses
\[ \mathbf{F}(x) = (f_1(x), f_2(x), f_3(x))^t \quad \text{where} \quad x = (x_1, x_2, x_3)^t \]
and
- \( f_1(x_1, x_2, x_3) = 3x_1 - \cos(x_2x_3) - 0.5 \)
- \( f_2(x_1, x_2, x_3) = x_1^2 - 81(x_2 + 0.1)^2 + \sin x_3 + 1.06 \)
- \( f_3(x_1, x_2, x_3) = e^{-x_1x_2} + 20x_3 + \frac{10\pi - 3}{3}. \)

INPUT: \( n = 3, \ TOL = 0.05, \ N = 10, \ x^{(0)} = (0.5, 0.5, 0.5)^t \)

This program uses the Continuation Method with the Runge-Kutta method of Order Four to approximate the solution of the nonlinear system of equations \( \mathbf{F}(x) = 0 \) given an initial approximation \( x^{(0)} \). The sample problem uses
\[ \mathbf{F}(x) = (f_1(x), f_2(x), f_3(x))^t, \quad \text{where} \quad x = (x_1, x_2, x_3)^t \]
and
- \( f_1(x_1, x_2, x_3) = 3x_1 - \cos(x_2x_3) - 0.5 \)
- \( f_2(x_1, x_2, x_3) = x_1^2 - 81(x_2 + 0.1)^2 + \sin x_3 + 1.06 \)
- \( f_3(x_1, x_2, x_3) = e^{-x_1x_2} + 20x_3 + \frac{10\pi - 3}{3}. \)

INPUT: \( n = 3, \ N = 1, \ x^{(0)} = (0, 0, 0)^t \)
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LINEAR SHOOTING METHOD "LINST111.FOR" PAGE 452

This program uses the Linear Shooting Method to approximate the solution of a linear two-point boundary-value problem

\[ y'' = p(x)y' + q(x)y + r(x), \quad a \leq x \leq b, \quad y(a) = \alpha, \quad y(b) = \beta. \]

The sample problem considers the boundary-value problem

\[ y'' = -\frac{2}{x}y' + \frac{2}{x^2}y + \frac{\sin (\ln x)}{x^2}, \quad y(1) = 1, \quad y(2) = 2. \]

INPUT: \hspace{1em} a = 1, \hspace{1em} b = 2, \hspace{1em} \alpha = 1, \hspace{1em} \beta = 2, \hspace{1em} N = 10

LINEAR FINITE-DIFFERENCE METHOD "LINFD112.FOR" PAGE 458

This program uses the Linear Finite-Difference Method to approximate the solution of a linear two-point boundary-value problem

\[ y'' = p(x)y' + q(x)y + r(x), \quad a \leq x \leq b, \quad y(a) = \alpha, \quad y(b) = \beta. \]

The sample problem considers the boundary-value problem

\[ y'' = -\frac{2}{x}y' + \frac{2}{x^2}y + \frac{\sin (\ln x)}{x^2}, \quad y(1) = 1, \quad y(2) = 2. \]

INPUT: \hspace{1em} a = 1, \hspace{1em} b = 2, \hspace{1em} \alpha = 1, \hspace{1em} \beta = 2, \hspace{1em} N = 9
This program uses the Nonlinear Shooting Method to approximate the solution of a nonlinear two-point boundary-value problem

\[ y'' = f(x, y, y'), \quad a \leq x \leq b, \quad y(a) = \alpha, \quad y(b) = \beta. \]

The sample problem considers the boundary-value problem

\[ y'' = 4 + 0.25x^3 - 0.125yy', \quad y(1) = 17, \quad y(3) = \frac{43}{3} \]

where

\[ f_y(x, y, y') = -\frac{y'}{8} \quad \text{and} \quad f_{y'}(x, y, y') = -\frac{y}{8}. \]

INPUT: \( a = 1, \quad b = 3, \quad \alpha = 17, \quad \beta = \frac{43}{3}, \quad N = 20, \quad TOL = 0.0001, \quad M = 25 \)

This program uses the Nonlinear Finite-Difference Method to approximate the solution to a nonlinear two-point boundary-value problem

\[ y'' = f(x, y, y'), \quad a \leq x \leq b, \quad y(a) = \alpha, \quad y(b) = \beta. \]

The sample problem considers the boundary-value problem

\[ y'' = 4 + 0.25x^3 - 0.125yy', \quad y(1) = 17, \quad y(3) = \frac{43}{3} \]

where

\[ f_y(x, y, y') = -\frac{y'}{8} \quad \text{and} \quad f_{y'}(x, y, y') = -\frac{y}{8}. \]

INPUT: \( a = 1, \quad b = 3, \quad \alpha = 17, \quad \beta = \frac{43}{3}, \quad N = 19, \quad TOL = 0.0001, \quad M = 25 \)
This program uses the Piecewise Linear Rayleigh-Ritz Method to approximate the solution to a two-point boundary-value problem

\[-\frac{d}{dx} \left( p(x) \frac{dy}{dx} \right) + q(x) y = f(x), \quad 0 \leq x \leq 1, \quad y(0) = y(1) = 0.\]

The sample problem uses the differential equation

\[-y'' + \pi^2 y = 2\pi^2 \sin \pi x, \quad y(0) = 0, \quad y(1) = 0.\]

INPUT: \( n = 9, \) PLRRG115.DTA

This program uses the Cubic Spline Rayleigh-Ritz Method to approximate the solution of a boundary-value problem

\[-\frac{d}{dx} \left( p(x) \frac{dy}{dx} \right) + q(x) y = f(x), \quad 0 \leq x \leq 1, \quad y(0) = y(1) = 0.\]

The sample problem uses the differential equation

\[-y'' + \pi^2 y = 2\pi^2 \sin \pi x, \quad y(0) = 0, \quad y(1) = 0.\]

INPUT: \( n = 9, \) \( f'(0) = 2\pi^3, \quad f'(1) = -2\pi^3, \quad p'(0) = 0, \quad p'(1) = 0, \quad q'(0) = 0, \quad q'(1) = 0 \)
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POISSON EQUATION

"POIFD121.FOR" PAGE 498

FINITE-DIFFERENCE METHOD

This program uses the Poisson Equation Finite-Difference Method to approximate the solution to the Poisson equation

\[ \frac{\partial^2 u}{\partial x^2}(x,y) + \frac{\partial^2 u}{\partial y^2}(x,y) = f(x,y) \]

subject to boundary conditions \( u(x,y) = g(x,y) \). The sample problem uses

\[ f(x,y) = xe^y \quad \text{and} \quad g(x,y) = xe^y. \]

INPUT: \( a = 0, \ b = 2, \ c = 0, \ d = 1, \ n = 6, \ m = 5, \ TOL = 10^{-5}, \ M = 150 \)

HEAT EQUATION

"HEBDM122.FOR" PAGE 507

BACKWARD-DIFFERENCE METHOD

This program uses the Heat Equation Backward-Difference Method to approximate the solution to a parabolic partial-differential equation

\[ \frac{\partial u}{\partial t}(x,t) = \alpha \frac{\partial^2 u}{\partial x^2}(x,t), \quad 0 < x < l, \quad 0 < t \]

subject to zero boundary conditions and the initial condition \( u(x,0) = f(x) \). The sample problem uses

\[ f(x) = \sin \pi x. \]

INPUT: \( l = 1, \ T = 0.5, \ \alpha = 1, \ m = 10, \ N = 50 \)
This program uses the Crank-Nicolson Method to approximate the solution to a parabolic partial-differential equation

$$\frac{\partial u}{\partial t}(x,t) = \alpha^2 \frac{\partial^2 u}{\partial x^2}(x,t), \quad 0 < x < l, \quad 0 < t$$

subject to zero boundary conditions and the initial condition $u(x,0) = f(x)$. The sample problem uses

$$f(x) = \sin \pi x.$$ 

INPUT: \(l = 1, \quad T = 0.5, \quad \alpha = 1, \quad m = 10, \quad N = 50\)

This program uses the Wave Equation Finite-Difference Method to approximate the solution to a wave equation

$$\frac{\partial^2 u}{\partial t^2}(x,t) - \alpha^2 \frac{\partial^2 u}{\partial x^2}(x,t) = 0, \quad 0 < x < l, \quad 0 < t$$

subject to zero boundary conditions and initial conditions

$$u(x,0) = f(x) \quad \text{and} \quad \frac{\partial u}{\partial t}(x,0) = g(x).$$

The sample problem uses

$$f(x) = 2 \sin(3\pi x) \quad \text{and} \quad g(x) = -12 \sin(2\pi x).$$

INPUT: \(l = 1, \quad T = 1, \quad \alpha = 2, \quad m = 10, \quad N = 20\)
This program uses the Finite-Element Method to approximate the solution to an elliptic partial-differential equation of the form
\[
\frac{\partial}{\partial x} \left( p(x, y) \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( q(x, y) \frac{\partial u}{\partial y} \right) + r(x, y) u = f(x, y)
\]
subject to Dirichlet, mixed, or Neumann boundary conditions. The sample problem considers Laplace’s equation
\[
\frac{\partial^2 u}{\partial x^2}(x, y) + \frac{\partial^2 u}{\partial y^2}(x, y) = 0
\]
on the two-dimensional region shown in the figure below.

The boundary conditions on this region are
\[
u(x, y) = 4 \quad \text{for} \quad (x, y) \text{ on } L_3 \text{ and } L_4,
\]
\[
\frac{\partial u}{\partial n}(x, y) = x \quad \text{for} \quad (x, y) \text{ on } L_1,
\]
and
\[
\frac{\partial u}{\partial n}(x, y) = \frac{x + y}{\sqrt{2}} \quad \text{for} \quad (x, y) \text{ on } L_2.
\]

INPUT: FINEL125.DTA